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Abstract—This article presents the 3-D quantitative microwave imaging of homogeneous biaxial anisotropic objects with their optical axes being in arbitrary directions. Two sets of model parameters, the anisotropic dielectric parameters and the angles of optical axes with respect to the user-defined coordinate system, are retrieved iteratively. In the forward model, the total fields are solved from the discretized combined field volume integral equations (CFVIEs) by the stabilized biconjugate gradient fast Fourier transform (BCGS-FFT) method. In the inversion model, the optimized solutions for two sets of model parameters are obtained by the particle swarm optimization (PSO) method. If the geometric models of the homogeneous anisotropic objects are unknown, a full-wave inversion method, the variational Born iterative method (VBIM), is combined with the multiparametric structural consistency constraint (SCC) to find the spatial boundaries of the homogeneous objects in advance. Two numerical examples are used to test the proposed method, and the results show that BCGS-FFT-PSO not only has strong adaptability for optical axes angles varying in wide ranges but also can retrieve composite model parameters of multiple homogeneous biaxial objects simultaneously even when the measured data are contaminated by noise.

Index Terms—Biaxial anisotropy, microwave imaging (MWI), particle swarm optimization (PSO), stabilized biconjugate-gradient fast Fourier transform (BCGS-FFT).

I. INTRODUCTION

MICROWAVE imaging (MWI) techniques have been developed significantly over the past decades. According to the application requirements, MWI can be categorized into two types, the qualitative imaging and the quantitative imaging. Qualitative MWI only gives the approximate shapes and locations of the unknown targets and has the obvious advantage of low computational cost. One of its popular applications is the high-frequency tomography. For example, in [1], a clinical prototype of the medical MWI system was developed to diagnose the breast cancer. Afsari et al. [2] proposed a fast medical microwave tomography algorithm which could be potentially used during medical emergency such as professional sports or road accidents. The back-projection (BP) tomography [3] and diffraction tomography [4] were adopted in the real-time through-the-wall imaging. Another application is the synthetic aperture radar (SAR). It has been used to image the earth surface [5], [6] or detect the moving target [7]. In addition, the qualitative MWI was also utilized in migration for geophysical prospecting [8]–[10]. However, qualitative MWI shows only images of the targets, and cannot be used to retrieve their dielectric properties.

On the other hand, we can obtain more model parameters of the unknown targets including shapes, positions, dielectric parameters, etc., by using quantitative MWI techniques. Usually, full-wave inversion (FWI) methods must be adopted in order to reconstruct the permittivity, permeability as well as conductivity of the target. Most commonly used FWI methods include Born iterative method (BIM) and its variants, contrast source inversion (CSI), subspace optimization method (SOM), etc. Previously, several related studies have been done not only to check their feasibility in numerical examples but also, to verify them in laboratory experiments. In [11], the preconditioned CSI was used to reconstruct the 2-D profiles for the breast tumor detection. Later, 3-D images of dielectric balls were reconstructed from experimental data using BIM [12]. Similar quantitative MWI laboratory experiments were performed in [13] and [14] but the CSI was used. In [15], distorted BIM (DBIM) and SOM were, respectively, used to obtain the homogeneous and inhomogeneous dielectric parameter distributions in a certain region. These iterative inversion methods are called deterministic methods since the solvers try to find the most optimized solutions by following a fixed iterative way. There is another type of electromagnetic inversion, the stochastic method, which has also been applied to MWI. For example, the genetic algorithm (GA) has been used to reconstruct a pixel-based 2-D image of a cylinder [16] and retrieve the multiple parameters for the geometrical shapes of multiple conducting cylinders [17], [18]. The particle swarm optimization (PSO) has been successfully applied in 3-D
quantitative MWI [19], [20] and direct retrieval of the locations of 2-D cylindrical scatterers [21]. In addition, the dielectric parameters for a multilayer cylinder were retrieved by the memetic algorithm (MA) [22]. There are also other stochastic methods and their applications for FWI scattering or parameter retrieval are reviewed in [23] and [24] and readers can refer to it. Compared with the deterministic method, the stochastic method can avoid being trapped into local minima of the cost function. However, the dimension of unknown model parameters is severely restricted and thus is especially problematic for the 3-D voxel-based inversion in which the dielectric parameters in all discretized cells are to be reconstructed. This issue has been discussed in [23].

In this article, we use the stochastic method PSO to quantitatively retrieve the composite model parameters of 3-D homogeneous biaxial anisotropic scatterers. Here the “composite” means the model parameters have two kinds. The first one is the dielectric parameter such as relative permittivity, relative permeability, etc. The second one is the angle of the optical axis of a scatterer with respect to the user-defined coordinate.

The aim of this article is to provide an alternative way to find all the specific parameters of homogeneous anisotropic objects such as crystals placed in a measurement system with unknown directions of the optical axes through the noncontact detection. Note we assume each unknown object is homogeneous in this article. This is valid in many MWI engineering applications. For example, in the nondestructive testing and evaluation for aging transportation infrastructure, the pavement cracks and black rusts as well as salt rusts are homogeneous [25].

In the MWI measurements for breast cancer, the internal breast structure can be treated as homogeneous due to its high dielectric contrast with respect to the background tissue [26]. When the noninvasive inspection of crystals is implemented in laboratory measurements, the samples are usually assumed homogeneous [27].

Our work is different from [16]–[22] since only the 2-D pixel-based images were reconstructed or multiple model parameters including dielectric constants or geometric parameters were retrieved for isotropic objects although they also used the stochastic method. In the previous work, there was also the reconstruction of anisotropic objects through FWIs [28], [29]. However, the optical axes of the anisotropic objects were assumed to be aligned with the user-defined axes. In [30], although both the dielectric parameters and the angles of the optical axes were simultaneously reconstructed, only the 2-D cases were considered and thus only the value of one angle was retrieved by the deterministic method. In [31], the full symmetrical tensors of 3-D arbitrary anisotropic scatterers were directly reconstructed by the deterministic variational Born iteration method (VBIM) instead of retrieving the diagonal elements of the biaxial tensors and angles of the optical axes. In this article, both the diagonal elements and two optical axis angles of 3-D homogeneous scatterers are simultaneously retrieved by the stochastic method. Therefore, the new contribution of this article is to solve the composite model parameters of homogeneous biaxial objects using the stochastic method.

We use the PSO instead of BIM or VBIM to retrieve the composite model parameters due to the complicated nonlinear relationships between the unknown angles of the optical axes and scattered fields measured at the receiver arrays. The nonlinear relationships are mainly manifested by the operations of sinusoidal and cosine functions for the evaluation of the full tensors of the scatterer contrasts with respect to the background medium. When the iterative deterministic method BIM or VBIM is employed, the large discrepancy between the measured scattered field and updated scattered field from the last iteration step leads to extra errors of the solved angles in the current iteration step due to the strong nonlinear relationships between the angles and scattered fields, thus making the whole procedure difficult to converge. The organization of this article is as follows. In Section II, the forward and inversion models and the method adopted to obtain the geometric models of the unknown objects are presented. In Section III, two numerical examples are used to verify the proposed method. In addition, in order to test the adaptability of the algorithm for different angles of the optical axes, we retrieve the model parameters for 60 angle combinations and analyze the errors for different angle values. Finally, in Section IV, conclusions are drawn and discussions are presented.

II. METHODS

A typical MWI system is shown in Fig. 1. The transmitters and receivers surrounding the unknown targets are used to emit and receive microwaves. Based on the volume integral equation method, the state equations in the forward model and the data equations in the inversion model are used to retrieve the composite model parameters including angles of the optical axes and the dielectric parameters of the targets. When the geometric models of the targets are unknown, the structural consistency constraint and structural continuity scanning (SCC-SCS) [31] are combined with VBIM to find the spatial geometry shapes of the objects.

A. Angles of the Optical Axes

We assume that the dielectric tensor is diagonalizable and the biaxial objects (scatterers) are placed in air. Their relative
dielectric parameters are defined as

$$\begin{bmatrix} \hat{\epsilon}_x \\ \hat{\epsilon}_y \\ \hat{\epsilon}_z \end{bmatrix} = \begin{bmatrix} \epsilon_x & 0 & 0 \\ 0 & \epsilon_y & 0 \\ 0 & 0 & \epsilon_z \end{bmatrix} = \text{diag}(\epsilon_x, \epsilon_y, \epsilon_z) \quad (1)$$

where $\epsilon$ can be $\varepsilon$, $\mu$, or $\sigma$ and the subscript $s$ denotes the scatterer. When the optical axis of the object does not coincide with the user-defined coordinate system, we need to make a rotation to align the optical axes with the coordinate axes. However, the dielectric parameters will become a full symmetrical tensor in the user-defined coordinate system. The details of these procedures will be discussed in the following. Fig. 2 shows the rotational transformations. Let $\tilde{x}'' - \tilde{y}'' - \tilde{z}''$ be the principal coordinate system in which the optical axis of the object is aligned with $\tilde{z}''$. We then perform two rotational transformations and align $\hat{x}'' - \hat{y}'' - \hat{z}''$ with the user-defined coordinate system $\hat{x} - \hat{y} - \hat{z}$. The dielectric tensor becomes a symmetrical full tensor in $\hat{x} - \hat{y} - \hat{z}$:

$$\begin{bmatrix} \hat{\epsilon}_{xx} \\ \hat{\epsilon}_{yy} \\ \hat{\epsilon}_{zz} \\ \hat{\epsilon}_{xy} \\ \hat{\epsilon}_{yx} \\ \hat{\epsilon}_{xz} \\ \hat{\epsilon}_{zx} \\ \hat{\epsilon}_{yz} \\ \hat{\epsilon}_{zy} \end{bmatrix} = \begin{bmatrix} \hat{\epsilon}_{11} \\ \hat{\epsilon}_{12} \\ \hat{\epsilon}_{13} \\ \hat{\epsilon}_{21} \\ \hat{\epsilon}_{22} \\ \hat{\epsilon}_{23} \\ \hat{\epsilon}_{31} \\ \hat{\epsilon}_{32} \\ \hat{\epsilon}_{33} \end{bmatrix} \quad (2)$$

where $\hat{\epsilon}_{ij} = \hat{\epsilon}_{ji}$, with $i, j = 1, 2$ or 3. Its elements are evaluated as [32]:

$$\begin{align*}
\hat{\epsilon}_{11} &= \epsilon_x \cos^2 \phi_2 + \epsilon_y \cos^2 \phi_1 \sin^2 \phi_2 + \epsilon_z \sin^2 \phi_1 \sin^2 \phi_2 \\
\hat{\epsilon}_{12} &= -\epsilon_z \sin \phi_2 \cos \phi_1 \sin \phi_2 + \epsilon_x \cos^2 \phi_1 \sin \phi_2 \cos \phi_2 \\
&+ \epsilon_y \sin^2 \phi_1 \sin \phi_2 \cos \phi_2 \\
\hat{\epsilon}_{13} &= -\epsilon_y \sin \phi_1 \cos \phi_1 \sin \phi_2 + \epsilon_z \sin \phi_1 \cos \phi_1 \sin \phi_2 \\
\hat{\epsilon}_{22} &= \epsilon_x \sin^2 \phi_2 + \epsilon_y \cos^2 \phi_1 \sin^2 \phi_2 + \epsilon_z \sin^2 \phi_1 \sin^2 \phi_2 \\
\hat{\epsilon}_{23} &= -\epsilon_x \sin \phi_1 \cos \phi_1 \sin \phi_2 + \epsilon_y \sin \phi_1 \cos \phi_1 \sin \phi_2 \\
&+ \epsilon_z \sin^2 \phi_1 \sin \phi_2 \\
\hat{\epsilon}_{33} &= \epsilon_x \sin^2 \phi_1 + \epsilon_y \cos^2 \phi_1 \\
\end{align*} \quad (3a-f)$$

In this article, $\hat{\epsilon}_x, \hat{\epsilon}_y, \hat{\epsilon}_z$ in (1) and $\phi_1, \phi_2$ in Fig. 2 are directly retrieved by PSO simultaneously.

B. Forward Model

The forward model is formulated by the state equations which can be expressed as [31]:

$$\begin{align*}
E_{\text{inc}}(r) &= E_{\text{tot}}(r) - E_{\text{scat}}(r) = \frac{1}{\varepsilon_0} D_{\text{tot}}(r) \\
&- j \omega \int_D \overline{G}_{EJ}(r, r') \cdot \overline{Z}_\varepsilon(r') D_{\text{tot}}(r') dr' \\
&- j \omega \int_D \overline{G}_{EM}(r, r') \cdot \overline{Z}_\mu(r') B_{\text{tot}}(r') dr' \\
H_{\text{inc}}(r) &= H_{\text{tot}}(r) - H_{\text{scat}}(r) = \frac{1}{\mu_0} B_{\text{tot}}(r) \\
&- j \omega \int_D \overline{G}_{HJ}(r, r') \cdot \overline{Z}_\varepsilon(r') D_{\text{tot}}(r') dr' \\
&- j \omega \int_D \overline{G}_{HM}(r, r') \cdot \overline{Z}_\mu(r') B_{\text{tot}}(r') dr' \quad (4a)\end{align*}$$

where $E_{\text{inc}}$ and $H_{\text{inc}}$ are the incident fields when the scatterers are absent. $D_{\text{tot}}$ and $B_{\text{tot}}$ are the total flux densities when the scatterers are present. $\overline{G}_{EJ}$, $\overline{G}_{EM}$, $\overline{G}_{HJ}$, and $\overline{G}_{HM}$ are the dyadic Green’s functions in the homogeneous air. They have analytic expressions [33]. We let (4) be discretized and the total fluxes $D_{\text{tot}}$ and $B_{\text{tot}}$ are solved by the stabilized biconjugate-gradient fast Fourier transform (BCGS-FFT) [31], [34], [35]. In the forward computation, the contrasts $\overline{Z}_\varepsilon$ and $\overline{Z}_\mu$ with respect to the background medium parameters $\varepsilon_0$ and $\mu_0$ are full tensors which can be derived from (2) and (3) readily.

C. Inversion Model

The inversion model is formulated by the data equations which can be expressed as

$$\begin{align*}
E_{\text{scat}}(r) &= j \omega \int_D \overline{G}_{EJ}(r, r') \cdot \overline{Z}_\varepsilon(r') D_{\text{tot}}(r') dr' \\
&+ j \omega \int_D \overline{G}_{EM}(r, r') \cdot \overline{Z}_\mu(r') B_{\text{tot}}(r') dr' \quad (5a) \\
H_{\text{scat}}(r) &= j \omega \int_D \overline{G}_{HJ}(r, r') \cdot \overline{Z}_\varepsilon(r') D_{\text{tot}}(r') dr' \\
&+ j \omega \int_D \overline{G}_{HM}(r, r') \cdot \overline{Z}_\mu(r') B_{\text{tot}}(r') dr' \quad (5b) \\
\end{align*}$$

where $E_{\text{scat}}$ and $H_{\text{scat}}$ are the scattered fields measured at the receiver arrays. In our previous work [31], the full tensors $\overline{Z}_\varepsilon$ and $\overline{Z}_\mu$ are solved from the discretized data equations (5) by VBIM. However, this is feasible only when the off-diagonal elements of the tensor are comparable to the diagonal elements. When the magnitudes of the off-diagonal elements are much smaller than those of the diagonal elements, the off-diagonal elements cannot be reconstructed since their contributions to the scattered fields are negligible compared with those from the diagonal elements. Therefore, in this article, we directly retrieve the model parameters $\hat{\epsilon}_x$, $\hat{\epsilon}_y$, $\hat{\epsilon}_z$ as well as $\hat{\phi}_x$, $\hat{\phi}_y$, $\hat{\phi}_z$ in (1) and the angles defined in Fig. 2 by the stochastic method PSO. In addition, we assume that each scatterer is homogeneous in the inversion domain and thus has 11 unknowns to be retrieved by the PSO, supposing all $\epsilon$, $\mu$, and $\sigma$ have the same optical axes. The fitness function
for PSO is the mismatch between the measured and scattered field data and is defined as

$$f = \frac{\|L' - L\|}{\|L'\|}$$

(6)

where $L'$ and $L$ are column vectors containing the measured scattered field data and the reconstructed scattered field data which are computed from the model parameters for the current particle positions, and $\|\cdot\|$ is the $L_2$ norm. The column elements of $L$ and $L'$ for each frequency are expressed as

$$L(\omega_i) = \begin{bmatrix} E_{scf}(\omega_i) \\ \eta_0 H_{scf}(\omega_i) \end{bmatrix}, \quad L'(\omega_i) = \begin{bmatrix} E'_{scf}(\omega_i) \\ \eta_0 H'_{scf}(\omega_i) \end{bmatrix}$$

(7)

where $\eta_0$ is the intrinsic impedance of air. The vector $L'$ is the input of the fitness function (6) which keeps unchanged in the whole process. By contrast, the vector $L$ is updated in each iteration of BCGS-FFT-PSO. We assume that there are $N$ homogeneous scatterers in the inversion domain, and use $M_T$ transmitters, $M_R$ receivers, and $M_F$ frequencies to perform the retrieval. The dimension of $L$ or $L'$ is $6M_T M_R M_F$.

By substituting (3) into (5) and dividing the whole inversion domain into $N_x \times N_y \times N_z$ discretized cells, we can obtain the scattered fields

$$E_{scf}(r) = j \omega \Delta V \left( e_0 \sum_i A_{Ej} \bar{\varepsilon} + \mu_0 \sum_i A_{FM} \mu \right)$$

(8a)

$$H_{scf}(r) = j \omega \Delta V \left( e_0 \sum_i A_{Hj} \bar{\varepsilon} + \mu_0 \sum_i A_{HM} \mu \right)$$

(8b)

where $A$ is a $3 \times 3$ matrix. Its elements are functions of Green’s functions, the total fields, and $\phi_1$ and $\phi_2$. The detailed expressions of $A$ are given in the Appendix. $i = \{i, j, k\}$ are indexes of the discretized cells in the $\hat{x}$, $\hat{y}$, $\hat{z}$ directions. $\bar{\varepsilon}$ and $\mu$ are vectors defined as

$$\bar{\varepsilon} = [\bar{\varepsilon}_x - \varepsilon_b, \bar{\varepsilon}_y - \varepsilon_b, \bar{\varepsilon}_z - \varepsilon_b]^T$$

(9a)

$$\mu = [\mu_x - \mu_b, \mu_y - \mu_b, \mu_z - \mu_b]^T$$

(9b)

where the superscript $T$ denotes matrix transpose, $\bar{\varepsilon}$ is complex relative permittivity including the conductivity, and $\varepsilon_b$ and $\mu_b$ are equal to 1 in air. $\bar{\varepsilon}$ and $\mu$ depend on cell index $i$, i.e., it may change with the spatial position. $\Delta V$ is the volume of the discretized cell. Fig. 3 shows the flowchart of BCGS-FFT-PSO. It actually includes two nested loops. The outer loop is the alternate iteration between the forward solver BCGS-FFT and inverse solver PSO. In the forward computation, the model parameters $\hat{\varepsilon}_x$, $\hat{\varepsilon}_y$, $\hat{\varepsilon}_z$, $\phi_1$, and $\phi_2$ for all the homogeneous scatterers in the inversion domain are known, (3) is used to compute the full tensors of the scatterers, and $D_{tot}$ and $B_{tot}$ in all the discretized cells are solved from (4) by BCGS-FFT. In the inversion, the PSO is adopted to retrieve the optimal model parameters $\hat{\varepsilon}_x$, $\hat{\varepsilon}_y$, $\hat{\varepsilon}_z$, $\phi_1$, and $\phi_2$ for all the scatterers by minimizing the fitness function given in (6).

This alternate iteration terminates when the mismatch in (6) is smaller than a prescribed threshold or keeps unchanged in several successive iterations. In a certain iteration step of the outer loop BCGS-FFT-PSO, the inner loop of PSO takes 50 iterations to search for the optimum model parameters. Of course we can execute more iterations; however, numerical examples show that 50 iterations are enough, which will be discussed in Section III. In each iteration of PSO, for the $i$th single particle, if the value of the fitness function in the $n$th step is less than the smallest value of that from 1st to $(n-1)$th steps, the optimum position $P_{ibest}^n$ for the $i$th particle is updated by $P_t^n$. Similarly, the global optimum position $P_{gbest}^n$ of the particles can also be updated in the same way. Next, the velocity $V_{i}^{n+1}$ and the position $P_i^{n+1}$ can be updated as follows:

$$W_{i}^{n+1} = W_{i}^{n} - (n + 1)(W_{i}^{n} - W_{down})/50$$

(10a)

$$V_{i}^{n+1} = W_{i}^{n+1} + C_1 R_1 (P_{ibest}^n - P_i^n) + C_2 R_2 (P_{gbest}^n - P_i^n)$$

(10b)

$$P_{i}^{n+1} = P_i^n + V_{i}^{n+1}$$

(10c)

where $W_i^n$ is the weight of the $n$th step of PSO and is restricted between $W_{down}$ and $W_{up}$. A larger weight value implies stronger search ability of the particle in the global space, while the smaller weight means the particle has stronger search ability in a local space. The weight is controlled to decrease from $W_{up}$ to $W_{down}$ following (10a) to guarantee the stronger search ability in the global space at the beginning of PSO iterations but stronger search ability in the local space at the end. In this article, $W_{up}$ and $W_{down}$ are empirically chosen as 0.8 and 0.3, respectively. $C_1$ and $C_2$ are the learning ratios for an individual particle and the global optimal particle, respectively. They imply how the cognitive and social abilities of a particle take effect in the PSO iterations. If $C_1 = 0$, the particle only has the social ability and thus the PSO only has the global search ability. Its merit is the fast convergence. However, the PSO is easily trapped into a locally optimized solution due to the lack of local search ability. By contrast, when $C_2 = 0$, the particle only has the cognitive ability and the PSO only has the local search ability. Because there is no communication among particles, all the particles search their own optimum solutions independently. As a result, it is very difficult for the PSO to converge to the global minimum. Usually, $C_1$ and $C_2$ are set between 0 and 4. In this article, both are chosen as 1.5 empirically. $R_1$ and $R_2$ are randomly generated numbers between 0 and 1 which are used to facilitate the random movements of particles.
When the updates in (10) are performed, \( V_i \) is restricted between the range \([V_{\text{min}}, V_{\text{max}}]\), and \( P_i \) is restricted between the range \([P_{\text{min}}, P_{\text{max}}]\). The \([V_{\text{min}}, V_{\text{max}}]\) is also empirically set as \([-0.9, 0.9]\). \([P_{\text{min}}, P_{\text{max}}]\) is set as \([0, 6]\) for the relative permittivity and permeability, \([0, 1]\) for the conductivity, and \([0, 360^\circ]\) for the angles \( \phi_1 \) and \( \phi_2 \). We treat the global optimal position as the solutions of the model parameters in the inversion model of (5). Since the PSO algorithm is quite mature, its details will not be discussed any more here. We directly use it to solve an electromagnetic inverse scattering problem in this article. Readers can refer to [36] and [37] for the choice of controlling parameters in PSO.

### D. Obtaining the Geometric Model

If the geometric models of the scatterers are unknown, i.e., the spatial locations and shapes are unknown, VBIM-SCC-SCS [31] is used to obtain them before performing the PSO. Although VBIM-SCC-SCS has been directly used to reconstruct all the dielectric parameters of full symmetrical tensors in [31], it is not feasible if the off-diagonal elements are much smaller than the diagonal elements of the full tensor. Such a phenomenon occurs when the rotation angles are not large enough. Numerical computation based on (3) shows that the minimum ratio between the off-diagonal elements and diagonal elements for a certain combination of \( \phi_1 \) and \( \phi_2 \) reaches the maximum value 0.026 when \( \phi_1 = \phi_2 = 45^\circ \). For the case \( \phi_1 = 5^\circ \) and \( \phi_2 = 5^\circ \) which is used in our article, the minimum ratio is around \( 5 \times 10^{-4} \). In this situation, the off-diagonal elements contribute much less to the scattered fields than the diagonal elements contribute. The reconstructed off-diagonal elements from the scattered fields are not reliable, and inferring the rotation angles from the reconstructed off-diagonal elements will cause larger errors. Therefore, VBIM-SCC-SCS is first used to reconstruct all the elements in the full tensor and only the diagonal elements are used to find the geometric models of the objects, and the details are given in [31]. Later, PSO is used to retrieve both the biaxial dielectric parameters and angles. If we have no prior knowledge about the angles or tensor component values, BCGS-FFT-PSO is preferred to VBIM since BCGS-FFT-PSO has a strong adaptability for different rotation angles which will be demonstrated in Section III-B.

### III. Numerical Results

In this section, we use two numerical examples to verify the BCGS-FFT-PSO algorithm. In both examples, the background medium is air. The transmitter and receiver arrays are placed on two sides of the unknown objects. In the first example, there is only one biaxial homogeneous scatterer; therefore, there are 11 model parameters to be retrieved. In the second example, there are two biaxial homogeneous scatterers; therefore, there are 22 model parameters to be retrieved. The first example is used to verify the feasibility of the BCGS-FFT-PSO method. The second example is used to test its antinoise ability. The measured scattered field data are synthesized by the forward solver BCGS-FFT. In order to quantitatively evaluate the performance of the proposed method, we define the data misfit and model misfit. The data misfit is the same as the fitness function given in (6). It indicates how well the reconstructed field data match the measured data. The model misfit is defined as

\[
\text{Err}_{\text{model}} = \frac{|p_i - p_i^\text{true}|}{p_i^\text{true}}
\]

where \( p \) can be \( \varepsilon \), \( \sigma \), or \( \mu \) when \( i = 1, 2 \), and 3 which are corresponding to three components \( \hat{x} \), \( \hat{y} \), and \( \hat{z} \), respectively. \( p \) can also be \( \phi \) when \( i = 1 \) or 2 which is corresponding to the angle \( \phi_1 \) or \( \phi_2 \). The superscript ret stands for the retrieved model parameter; while true means, it is the true parameter. The stop threshold of BCGS-FFT-PSO iteration for the data misfit in (6) is set as 0.1\% when the geometric model is known and 1\% when the geometric model is unknown. But one should note that BCGS-FFT-PSO will also stop if the data misfit keeps almost unchanged in three successive iterations. All the simulations are run on a workstation with 12-cores Xeon E5-2692 2.2 G CPU, 64 GB RAM.

#### A. Thin Square Ring

As shown in Fig. 4, a thin square ring is formed by cutting a cylinder with a radius of 0.1 m and height of 0.04 m out of a thin sheet with the dimensions of 0.26 m × 0.26 m × 0.04 m. The model parameters of the biaxial square ring are listed in Table I. The inversion domain \( D \) enclosing the object has the dimensions of 0.4 m × 0.4 m × 0.1 m. We divide it into 40 × 40 × 10 cells and the size of each cell is \( \Delta x = \Delta y = \Delta z = 0.01 \) m. The 72 infinitesimal electric dipole transmitters are uniformly located in two 1.0 m × 1.0 m planes at \( z = -0.2 \) m and \( z = 0.2 \), respectively. The operating frequency is 800 MHz. The scattered fields are collected by two arrays of 98 receivers uniformly located in two...
1.5 m × 1.5 m planes at z = −0.1 m and z = 0.1 m, respectively. The layouts of the transmitter and receiver arrays roughly follow the Nyquist law, i.e., every transmitter or receiver is placed in a half-wavelength space. Fig. 5(a) shows the isosurface of the true geometric model of the thin square ring. When its shape is unknown, VBIM-SCC-SCS is used to obtain the geometric model before performing PSO. The result is shown in Fig. 5(b). Compared with the true model in Fig. 5(a), the edges and corners become smoother. This is caused by the $L_2$ norm cost function [31]. In addition, numerical simulations show that the reconstructed geometric model of the square ring will become worse if less scattered field data are used in the reconstruction.

Fig. 6 shows the variations in data misfits, model misfits of the dielectric parameters, and the retrieved angles in different iteration steps. We only give the curves for representative components $\varepsilon_x$, $\mu_y$, and $\sigma_z$. Other components also have the similar convergence curves and are not displayed here. Several observations are made as follows.

1) The convergence curves show obvious oscillation trends. This is because PSO is a stochastic inversion method. The model parameters updated by the inner loop of PSO are not necessarily the most optimized ones in each BCGS-FFT-PSO iteration. As a result, the data misfit of BCGS-FFT-PSO is not necessarily monotonically descending.

2) The final data misfits and model misfits of the dielectric parameters when the iterations stop are smaller when the geometric model is known compared with those when the geometric model is unknown. However, there is no obvious difference for the retrieved angles. The geometric model acquired by VBIM-SCC-SCS is not exactly the same as the true model, which causes extra errors for the retrieved dielectric parameters by PSO. However, the angles $\phi_1$ and $\phi_2$ are not sensitive to the small error of the geometric model.

3) When the geometric model is unknown, the final retrieved dielectric parameters do not have the smallest model misfits in the whole iteration processes. Some "background" cells in the geometric model acquired by VBIM-SCC-SCS are actually "scatterer" cells in all the true geometric model. As a result, when the iteration stops, the model misfits are not necessarily the smallest ones in all the iteration steps although the data misfit reaches the minimum.

4) The convergence curves of $\sigma_z$ shown in Fig. 6(d) are more oscillatory than those shown in Fig. 6(b) and (c) for $\varepsilon_x$ and $\mu_y$. This may be due to the fact that the imaginary part of the complex permittivity is much smaller than the real part. The contribution of conductivity to the scattered field is less than those of the permittivity and permeability to the scattered field. Consequently, a small change in the scattered field will lead to more obvious oscillation of the retrieved conductivity during iteration.

5) The retrieved values of $\phi_1$ and $\phi_2$ are close to the true values several steps before the termination of the iteration. However, the scattered fields are determined by both the dielectric parameters and angles. Only when the data misfits reach the stop criterion can the retrieved $\phi_1$ and $\phi_2$ come to stable solutions.

The final retrieved model parameters are also listed in Table I. We can see that BCGS-FFT-PSO can retrieve the unknown composite model parameters reliably. Compared with the true parameters, the errors of the retrieval are slightly larger when the geometric model is unknown. The CPU time is 5.5 h for both the known and unknown geometric models.

Fig. 7 shows the contracting processes of different model parameters for the PSO in the last step of the BCGS-FFT-PSO iterations. In the beginning, 500 particles disperse randomly in the whole solution space. As the iteration of PSO proceeds, the particles gradually cluster together and the pattern shrinks to a point. The particle velocity decreases with the iteration. We control this speed reduction in order to make the strong global search ability in the early stage and strong local search ability in the later stage. As shown in Fig. 7(a)–(d), (g)–(j), (m)–(p), and (s)–(v), the particles move fast in first ten
steps and form the tribes which are shown in Fig. 7(d), (j), (p), and (v). The center of a tribe is near the true position of a dielectric parameter, as shown in Fig. 7(d) and (j). However, the center of the tribe for $\phi_1$ or $\phi_2$ has some distance from the true value, as shown in Fig. 7(p) and (v). In the following 40 iteration steps, the tribes slowly converge to the true values. These processes are shown in Fig. 7(d)–(f), (j)–(l), (p)–(r), and (v)–(x). Fig. 8 shows the variations in data misfits, model misfits of the dielectric parameters, and retrieved angles in different iteration steps of the PSO. We can see that the data misfits decrease monotonously. This is the merit of PSO. The data misfit of the global optimal solution in the current iteration step is smaller than all the data misfits in all past steps. Meanwhile, due to the inconsistency between the reconstructed geometric model and the true geometric model, the data misfits and model misfits of dielectric parameters are smaller when the geometric model of the scatterer is known compared with those when the geometric model is unknown. In addition, the retrieved model parameters show oscillation trends at the beginning. However, the solutions of both dielectric parameters and angles are stable at the end of the PSO iterations, which are the optimal solutions of the current BCGS-FFT-PSO iteration.

B. Validation of Adaptability

In order to test the adaptability of the BCGS-FFT-PSO algorithm for the retrieval of different rotation angles $\phi_1$ and $\phi_2$, we choose different values of $\phi_1$ and $\phi_2$ but use the same dielectric parameters as those listed in Table I. Let $\phi_1$ take $5^\circ$, $10^\circ$, $20^\circ$, $30^\circ$, $45^\circ$, $60^\circ$, and $\phi_2$ take $5^\circ$, $10^\circ$, $20^\circ$, $30^\circ$, $45^\circ$, $60^\circ$, $90^\circ$, $120^\circ$, $135^\circ$, and $150^\circ$. Totally, there are 60 combinations. Because the inversion results of these 60 combinations take too much space, we put them in Excel tables in the supplementary material of this article. One should note that $\zeta_z$ in (2) remains unchanged if we interchange $\zeta_y$ and $\zeta_z$. 

Fig. 7. Spatial positions of particles in different iteration steps of PSO. From left to right, they are 1st, 3rd, 6th, 10th, 20th, and 50th steps. (a)–(f) Dielectric parameters when the geometric model is known. (g)–(l) Dielectric parameters when the geometric model is unknown. (m)–(r) Angles when the geometric model is known. (s)–(x) Angles when the geometric model is unknown. The unit of the conductivity is $\text{S/m}$ in (a)–(l).
TABLE II

<table>
<thead>
<tr>
<th>φ₁ (°) \ φ₂ (°)</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>45</th>
<th>60</th>
<th>90</th>
<th>120</th>
<th>135</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.191</td>
<td>0.760</td>
<td>2.947</td>
<td>6.297</td>
<td>12.595</td>
<td>18.892</td>
<td>25.190</td>
<td>18.892</td>
<td>12.595</td>
<td>6.297</td>
</tr>
</tbody>
</table>

Remark: the unit of φ is degree.

Fig. 9. Final model misfits of the retrieved parameters for 60 different angle combinations when the iterations stop. (a)–(e) Known geometric model. (f)–(j) Unknown geometric model.
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Fig. 9. Final model misfits of the retrieved parameters for 60 different angle combinations when the iterations stop. (a)–(e) Known geometric model. (f)–(j) Unknown geometric model.

and let φ₁ increase 90°. Therefore, we restrict the values of φ₁ between 0° and 90° to avoid the multiple optimal solutions of PSO. The values of φ₂ are restricted between 0° and 180° for the similar reason. In order to facilitate the analysis of the inversion results, we define a new variable, the rotation variation ratio (RVR). It is evaluated by

\[
ζ = \max_{p = \epsilon, \mu, \sigma} \left| \frac{p' - p}{p} \right|
\]  

where \( i = 1, 2, 3 \) are corresponding to \( \hat{x}, \hat{y}, \) and \( \hat{z} \) three components, respectively, \( p \) represents \( \epsilon, \mu, \) or \( \sigma \) before the rotation of the optical axis, and \( p' \) is the diagonal element after the rotation. The RVR \( ζ \) denotes the maximum change in values of diagonal elements after optical axis rotation with respect to those values before the rotation. In the following, we will check how the values of RVR \( ζ \) are related to inversion errors of model parameters. The RVR values for different angles of \( φ₁ \) and \( φ₂ \) are listed in Table II. We can see that \( ζ \) roughly increases with the increment of \( φ₁ \) or \( φ₂ \) if their values are less than 90°. When \( φ₂ \) exceeds 90°, \( ζ \) decreases as \( φ₂ \) increases. This opposite change is caused by the periodicity of sinusoidal and cosine functions of angles. Fig. 9 shows the model misfits of final retrieved parameters for 60 combinations of \( φ₁ \) and \( φ₂ \) values. Two observations are made. First, the misfits of model parameters decrease with the increase of \( φ₁ \) or \( φ₂ \). When \( φ₁ \) or \( φ₂ \) increases, the RVR \( ζ \) also increases. It means the rotation of the optical axes influences the scattered fields more obviously. As a result, the model parameters become more sensitive to scattered field variations, and the retrieval errors will decrease. This is clearly shown by comparing Table II and Fig. 9. When \( φ₁ \leq 30° \) and \( φ₂ \leq 20° \), the RVR \( ζ \) is less than 5%. Fig. 9 shows larger model misfits for angles in this range. By contrast, when \( φ₁ > 30° \) or \( φ₂ > 20° \), the model misfits shown in Fig. 9 become smaller. Second, by comparing the curves shown in Fig. 9(a)–(e) with Fig. 9(f)–(j), we can see that the misfits when the geometric model is unknown are obviously larger than those when the geometric model is known. Similar phenomena are also shown in Fig. 6. The inconsistency between the reconstructed geometric model by VBIM-SCC-SCS and the true model causes extra errors for the retrieved model parameters. This is also validated by the final data misfits. As shown in Fig. 10, when the geometric model of the object is unknown, the final data misfits are obviously larger than the misfits when the geometric model is known. The above analysis of the inversion results for the wide ranges of \( φ₁ \) and \( φ₂ \) indicates that the proposed BCGS-FFT-PSO has strong adaptability to retrieve the composite model parameters of biaxial objects with different angles of optical axes. We can see that the errors of the retrieved angles are less than 1° and those of retrieved permittivity and permeability values are less than 0.5% for most combinations of \( φ₁ \) and \( φ₂ \). The relative errors of retrieved conductivity values are less than 4%. By contrast, VBIM-SCC-SCS proposed in [31] has no such strong adaptability since it cannot reconstruct the
TABLE III
TRUE AND RETRIEVED MODEL PARAMETERS OF THE CUBE AND CUBOID

<table>
<thead>
<tr>
<th>Values</th>
<th>Parameter</th>
<th>$\varepsilon_x$</th>
<th>$\varepsilon_y$</th>
<th>$\varepsilon_z$</th>
<th>$\mu_x$</th>
<th>$\mu_y$</th>
<th>$\mu_z$</th>
<th>$\sigma_x$</th>
<th>$\sigma_y$</th>
<th>$\sigma_z$</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>cube</td>
<td>True</td>
<td>1.200</td>
<td>1.500</td>
<td>1.800</td>
<td>1.200</td>
<td>1.300</td>
<td>1.400</td>
<td>5.000</td>
<td>7.000</td>
<td>20.00</td>
<td>45.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Noise free</td>
<td>1.202</td>
<td>1.499</td>
<td>1.797</td>
<td>1.203</td>
<td>1.299</td>
<td>1.403</td>
<td>5.163</td>
<td>5.913</td>
<td>21.23</td>
<td>45.31</td>
<td></td>
</tr>
<tr>
<td>cuboid</td>
<td>True</td>
<td>1.300</td>
<td>1.800</td>
<td>1.400</td>
<td>1.300</td>
<td>1.700</td>
<td>1.200</td>
<td>4.000</td>
<td>7.000</td>
<td>60.00</td>
<td>130.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Noise free</td>
<td>1.295</td>
<td>1.802</td>
<td>1.397</td>
<td>1.299</td>
<td>1.708</td>
<td>1.200</td>
<td>4.140</td>
<td>7.093</td>
<td>61.47</td>
<td>60.48</td>
<td>130.32</td>
</tr>
<tr>
<td></td>
<td>20 dB noise</td>
<td>1.289</td>
<td>1.794</td>
<td>1.385</td>
<td>1.273</td>
<td>1.670</td>
<td>1.188</td>
<td>3.869</td>
<td>7.172</td>
<td>6.440</td>
<td>59.20</td>
<td>128.65</td>
</tr>
</tbody>
</table>

Remark: the unit of $\sigma$ is mS/m, the unit of $\phi$ is degree.

Fig. 10. Final data misfits when the iterations stop for 60 different angle combinations. (a) Geometric model of the object is known. (b) Geometric model of the object is unknown.

Fig. 11. Configuration of the inversion model with two objects.

Small off-diagonal elements of the dielectric tensors when the rotation angles are not large enough.

C. Two Unknown Objects

As shown in Fig. 11, there are two unknown objects in the inversion domain. The cube has the dimensions of $0.1 \, \text{m} \times 0.1 \, \text{m} \times 0.1 \, \text{m}$, and the cuboid has the dimensions of $0.16 \, \text{m} \times 0.08 \, \text{m} \times 0.08 \, \text{m}$. The true model parameters are listed in Table III.

The inversion domain $D$ enclosing the objects has the dimensions of $0.4 \, \text{m} \times 0.4 \, \text{m} \times 0.2 \, \text{m}$ and is divided into $40 \times 40 \times 20$ cells. The size of each cell is $\Delta x = \Delta y = \Delta z = 0.01 \, \text{m}$. The 128 transmitters are uniformly located in two $1.4 \, \text{m} \times 1.4 \, \text{m}$ planes at $z = -0.15 \, \text{m}$ and $z = 0.15 \, \text{m}$, respectively. The operating frequency is also 800 MHz. The scattered fields are collected by arrays of 128 receivers uniformly located in two $1.5 \, \text{m} \times 1.5 \, \text{m}$ planes at $z = -0.13 \, \text{m}$ and $z = 0.13 \, \text{m}$, respectively. In order to study the antinoise ability of BCGS-FFT-PSO, we retrieve the model parameters of two objects simultaneously. The measured scattered fields are contaminated by 20-dB white Gaussian noise, which leads to approximately 10% errors of the data. Here, the noise level is defined according to the signal-to-noise ratio (SNR) of power. Similar to the last case, we also obtain the geometric models of two objects by VBIM-SCC-SCS before using PSO to solve the model parameters. As shown in Fig. 12, the shapes of the cube and cuboid are distorted when 20-dB noise is added.

Fig. 12 shows the variations in model misfits of the dielectric parameters and retrieved angles in different iteration steps of BCGS-FFT-PSO when noise free and 20-dB noise is added. We can see that the final model misfits of the retrieved dielectric parameters when noise free are obviously smaller. The model misfits of the conductivity are obviously larger than those of permittivity and permeability. Similar phenomenon is also observed in Fig. 6. The retrieved angles $\phi_1$ and $\phi_2$ are almost not affected by noise. The noise influence is mainly manifested by the dielectric parameters. In addition, we notice that the retrieved model parameters converge faster when noise is added. This is because noise data show randomness. When the data misfit in the iterations reaches the amplitude ratio of noise to signal, it will keep unchanged since it is almost impossible to further adjust the model parameters to match the scattered field data contaminated by random noise. However, the data misfit can keep decreasing to a smaller value when the scattered field data are not affected by noise. This is also obviously illustrated by the variations in data misfits shown in Fig. 14. When 20-dB noise is added, the error of the scattered field is around 10%. When the data misfit approaches 10% in the BCGS-FFT-PSO iteration, it almost remains unchanged and the iteration stops. However, for the
Fig. 13. Comparisons of the variations in model misfits of the dielectric parameters and retrieved angles in different iteration steps of BCGS-FFT-PSO when noise free and 20-dB noise is added. (a)–(e) Cube. (f)–(i) Cuboid.

noise free data, BCGS-FFT-PSO takes 13 iterations to reduce the data misfit to less than 1%. The final retrieved model parameters are listed in Table III. The CPU time is 17.8 h when noise free but 5.6 h when the 20-dB noise is added. We can see that the retrieved model parameters are close to the true values. Most relative errors are less than 1%. The retrieved angles $\phi_1$ and $\phi_2$ are very close to the true values. From the above discussions, we conclude that the reconstructed geometric models by VBIM-SCC-SCS are distorted when 20-dB noise is added. However, the retrieved dielectric parameters show errors around 1%. But the noise almost has not effect on the retrieved rotation angles. In addition, numerical simulations show that both the retrieved dielectric parameters and angles have larger errors if we increase the noise level to 10 dB due to the more severely distorted geometric models reconstructed by VBIM-SCC-SCS.

![Graph](image)

Fig. 14. Comparison of the variations in data misfits in different iteration steps of BCGS-FFT-PSO when noise free and 20-dB noise is added.

IV. CONCLUSION

In this article, we present the quantitative MWI of biaxial anisotropic objects placed in the homogeneous air. The optical axes of the objects can be rotated with arbitrary angles. Totally, nine parameters of permittivity, permeability, and conductivity and two arbitrary rotation angles $\phi_1$ and $\phi_2$ are retrieved. Two sets of model parameters are retrieved simultaneously by the stochastic method PSO. If the geometric models of the objects are unknown, VBIM-SCC-SCS is first employed to obtain them before performing the PSO. Two typical numerical examples are used to verify the performance of the proposed method for MWI of 3-D objects. Both dielectric parameters and rotation angles of optical axes are well retrieved. The proposed method has strong adaptability and is capable of retrieving rotation angles of optical axes in wide ranges with errors less than 1°. The results of the second example show that VBIM-BCGS-PSO has good imaging ability of multiple objects with different dielectric parameters and rotation angles. Meanwhile, its antinoise ability is also confirmed. One may raise the question regarding the practical applications of the proposed algorithm since we assume the multiple unknown objects are homogeneous. As we mentioned in Section II, in many MWI measurements such as nondestructive testing, breast cancer detection, inspection of crystals, etc., the scatterers are sometimes assumed homogeneous. When the scatterers are arbitrarily inhomogeneous, the 3-D voxel-based FWI must be performed to acquire all the model parameters in all the discretized cells. Unfortunately, the stochastic method PSO cannot deal with a huge number of unknown model parameters. On the other hand, the traditional deterministic method such as VBIM supports the high-dimensional vector of the unknowns. However, due to the strong nonlinearity between the measured scattered field data and the angles $\phi_1$ and $\phi_2$, it is difficult for the VBIM to iteratively find the correct solutions of the angles in all the discretized cells from the measured scattered fields at the receiver arrays.

APPENDIX

The matrix $A$ in (8) is expressed as

$$A_{XY} = \begin{bmatrix} A_{11}^{XY} & A_{12}^{XY} & A_{13}^{XY} \\ A_{21}^{XY} & A_{22}^{XY} & A_{23}^{XY} \\ A_{31}^{XY} & A_{32}^{XY} & A_{33}^{XY} \end{bmatrix}$$

(13)

where $XY$ can be $EJ$, $EM$, $HJ$, or $HM$. Each element of $A_{XY}$ is computed

$$A_{11}^{XY} = g_{11}^{XY} F_{\text{tot}} \cos^2 \phi_2 - g_{12}^{XY} F_{\text{tot}} \sin \phi_2 \cos \phi_2 - g_{13}^{XY} F_{\text{tot}} \sin^2 \phi_2$$

(14a)
where $i = 1, 2, 3$, $g_{ij}^{XY}$ is the element of the $3 \times 3$ tensor $\mathbf{g}_{XY}$ in (4), and $F_{tot}$ is the total field which represents the $E_{tot}$ or $H_{tot}$ when the superscript $\mathbf{Y}$ is $\mathbf{J}$ or $\mathbf{M}$.
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